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Due to the advancements in Internet of Medical Things (IoMT), wearable devices, remote monitoring of patients is possible like never before. Machine learning and deep learning techniques help the doctors immensely in remotely diagnosing the patients by learning the patterns from the data generated through these devices. The main problem with traditional machine learning (ML)/deep learning (DL) models is that the data from the individual devices, sensors, wearables from patients have to be transferred to the central servers to train the data using the ML/DL models. Due to the sensitive nature of the healthcare data, the aforementioned approach of transferring the patients’ data to the central servers may create serious security and privacy issues. 
Federated learning is a recent variant of ML, where, instead of transferring the data to the central servers, the ML model itself is deployed to the individual devices to train on the data. The parameters from the models trained on individual devices can then be sent to the central ML/DL model for global training. In this way, federated learning can help in preserving the privacy of the patient’s data by not exposing the sensitive information to the potential intruders, hackers.  At present, the coronavirus pandemic has expanded to a worldwide health emergency and poses a threat to millions of people. To combat coronavirus, related researchers have used the emerging machine learning technologies to train a model for disease prediction or diagnosis. However, due to the unreliable communication channels and potential attackers, a large amount of collected data may incur many security and privacy concerns during this period. Aiming to guarantee patient record security in the transfer and training process, privacy-preserving federated learning becomes a better choice. Therefore, in this issue, we would like to gather some high-quality papers that utilize cutting-edge federated learning technology to secure the healthcare data and give some helpful reference to the current society. 
This special issue solicits quality research papers on application of federated learning for securing the healthcare data generated through IoMT. Experimental results, case studies, review/survey papers on federated learning for Internet of Medical Things are welcome. 

1. Privacy and security issues in IoMT.
2. Applications of federated and distributed learning in preserving the privacy of the medical data.
3. Architecture of Federated Learning in IoMT.   
4. Architectures of blockchain and federated learning in IoMT.
5. Case studies of federated learning in IoMT.
6. 5G and beyond for federated learning in IoMT.
7. Edge and fog computing integrated with federated learning for IoMT applications.
8. Federated learning for intrusion detection in IoMT.
9. Big data analytics for federated learning in IoMT
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